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This work studies –

• Large depth estimation models that perform favorably to state-of-the-art
• Training a visual prompt in pixel-space on top of a pretrained monocular depth

estimation model calledMiDaS
• Analysis of the effect of attaching a prompt to stereo images and the relative

depth maps from those
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Figure: Top: Prompt size 75; Bottom: Comparison of loss functions for prompt size 100-50-75 at learning rate 0.1, trained for 1000 epochs
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Figure: Depth estimations from occluding
different prompt sizes; Original image (top
left); Depth map - without prompting (top
middle), from a 1x1 prompt (top right),
from a 10x10 prompt (bottom left), from a
50x50 prompt (bottom right).
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Evaluation Metrics

1. Root Mean Square Error (rms)

2. Absolute Relative Error (rel)

3. Average log10 Error (log10)

4. Accuracy (𝛅) with Threshold 1.25

5. Structural Similarity Index Measure (ssim)

Accuracy Error ssim
𝛅 < 1.25 𝛅 < 1.252 𝛅 < 1.253 rel rms log10

Unprompted 0.101 0.116 0.135 4.2E+15 416.93 0.859 0.17636
Prompted 0.179 0.283 0.368 1.3E+16 237.37 1.285 0.23268

Table: Comparison of error, accuracy, and structural similarity of prompted and unprompted images with the ground truth of the dataset. Prompting outperforms in 5 out of 7 metrics.

Empirical Representation of Evaluation Metrics

• larger prompt size improves accuracy by reducing error, but obscures the 
image

• structural similarity improves progressively up to prompt size 100 and then 
plummets

• Increasing patch sizes gives the prompt more
scope to manipulate the original depth map and
emulate relative pixel density of ground truth

• Smaller patch sizes can improve upon the
original depth prediction, without obscuring,
making it more structurally like the ground truth

Figure: Method for training a visual prompt for depth estimation in pixel space.

We trained and validated --
• 6 different prompt sizes: 1, 10, 50, 75, 100, 150, 200, 256
• at learning rate: 0.1
• for 100 epochs

Robustness experiment:

o Location
§ Randomize location during 

training
§ Test time: place the prompt 

in different locations and 
visualize

o Randomize location, rotation, size 
of the prompt

Ablation on model scale:

• Run large Dense Prediction 
Transformer (DPT) model

Figure: Visual representation of an optimized prompt

Key Observations:

Final Deductions:
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Figure: Evaluation metrics for prompt size ablation study  
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Figure: (a) Original image 
& depth map 

(b) Ground truth 
(c) Ablation study of 
varying patch sizes c
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